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[요    약] 

본 논문은 사용자의 생체 정보(혈당, 이완기 혈압, 수축기 혈압, 맥박)를 무선 센서들을 통해 생체 정보를 획득한 후 스트레스 지

수에 따른 감성을 인식하여 대응되는 컬러와 음악을 분류하는 시스템으로써, 혈당 센서, 혈압 센서, 맥박 센서 등의 입력치를 받아 

데이터베이스에 저장한 후 SVM(Support Vector Machine) 알고리즘을 이용하여 스트레스 지수에 따른 감성을 분류하고자 하였다. 
4,000개의 데이터 집합을 사용하여 SVM 알고리즘의 RBF 커널 파라미터가     로 설정되었을 때 88.45%의 최고 정확도

를 보였으며 학습한 결과 평균 86.08%의 정확도를 가졌다. 제안한 SVM 알고리즘을 이용한 생체 감성 인식 분류 시스템은 사용자

의 감성에 따라 지능형으로 컬러와 음악을 분류함으로써 사용자와의 컴퓨터 간의 감정교류 연구에 도움이 될 것으로 기대한다. 

[Abstract] 

In this paper, input biometric values received from pulse sensor, blood pressure sensor, and blood glucose sensor were stored 
in the database, and emotions were classified according to the stress index using the Support Vector Machine (SVM) algorithm 
as a system that classifies the corresponding color and music by recognizing emotions according to the stress index after acquiring 
the user’s biometric information (blood sugar, diastolic blood pressure, systolic blood pressure, and pulse) through wireless 
sensors. The highest accuracy of 88.45% was obtained when the radial basis function (RBF) kernel parameter of the SVM 
algorithm using 3,000 datasets was set to      As a result of training, the average accuracy was calculated as 86.08%. 
The proposed bio-emotion recognition classification system using the SVM algorithm is expected to contribute to the research in 
user–computer emotional exchange by means of smart classification of colors and music based on the user's emotions.
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Ⅰ. Introduction  

Recent development of science and technology has 

changed human life and way of thinking, with most 

systems automated and enabled to communicate 

humans. One of the technologies required at this 

juncture of time is emotion information processing 

technology for emotional exchange with users [1]-[3]. 

Emotion recognition technology is a smart 

decision-making method of user recognition based on 

emotion information and capable of taking appropriate 

actions by extracting information from various facial 

expressions, gestures, and movements. As such, more 

efficient human-computer interaction is possible by 

equipping the computer with the emotional recognition 

ability to process human emotions through learning 

and adaptation. Among various types of emotion 

information, color and music, which are visual and 

auditory information, respectively, play a very 

important role in understanding and interpreting human 

emotions because they are formed in a short time and 

linger in memory for a long time [4].

This study aims to classify the bio-emotions for the 

recognition of user’s emotions by learning and 

patterning the reactions manifested depending on 

individual emotions and matches them to the stress 

index [5]. For emotion classification, biometric data 

are obtained using a variety of sensors (blood sugar, 

systolic blood pressure, diastolic blood pressure, 

pulse), and emotion information matched with the 

stress index is classified using the SVM algorithm. 

Although there are a range of learning algorithms that 

can be generally applied to decision support systems, 

an SVM algorithm was used because the datasets used 

in this study (blood sugar, blood pressure, pulse, and 

stress index data) have nonlinear data structure.

In the case of nonlinear data, the SVM algorithm, 

which is applied to solve nonlinear discrimination 

problems with a multi-layer perceptron structure for 

solving discrimination problems, is easier to interpret 

the results compared to other neural networks, and 

can perform discrimination learning quickly with a 

small amount of training data. Not only does it possess 

a strong predictive power similar to that of artificial 

neural networks (ANN), it can also reduce the 

limitations typical of ANN, such as overfitting and 

minimal optimization [6]. The classified stress emotion 

is matched with emotion color and music, followed by 

data classification in accordance with the 

corresponding color and music values.

In this paper, input biometric values received from 

pulse sensor, blood pressure sensor, and blood 

glucose sensor were stored in the database, and 

emotions were classified according to the stress index 

using the Support Vector Machine (SVM) algorithm as 

a system that classifies the corresponding color and 

music by recognizing emotions according to the stress 

index after acquiring the user’s biometric information 

(blood sugar, diastolic blood pressure, systolic blood 

pressure, and pulse) through wireless sensors.

Ⅱ. Experiment Design 

In this paper, the emotion information matched with 

the stress index is classified using the SVM algorithm 

after acquiring biometric data using various sensors 

for emotion classification.

The classified emotions are classified into color 

values matching the emotions classified according to 

the 20-color emotion models set by HP’s “The 

Meaning of Color.” Since emotional music has different 

emotions and moods and shows mood-dependent 

variations, classical music pieces were collected, 

classified, and utilized based on the music therapy 

data. Music-related contents were composed based on 

data collected as for music therapy data presented by 

“Samsung Idea” [7]-[8].

The biometric emotional recognition system based 

on stress index proposed in this paper consists of an 

integrated module, XBee wireless communication, 

standardized biometric database, emotional 

color/emotional music database, and emotional 

classification database. To sense the user's biometric 

information, an integrated module measures biosignals 

using pulse, blood pressure(Diastolic, Systolic), and 

blood sugar sensors. After connecting to a PC through 

XBee wireless communication, the measured data was 

transmitted to a standardized database. A sensor 

module integrating pulse, blood pressure (Diastolic, 

Systolic), and blood sugar sensors was used, and a 

total of 10 sensor nodes, including 1 sink node, were 

used. After storing stream data and processing queries 

on it, it is stored in the database, and the stored data 
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is classified through the SVM algorithm. Afterwards, 

the matched emotional information (corresponding 

emotional color and emotional music) was classified 

according to the stress index defined in this paper. 

To evaluate the performance of the system, 

biometric data was measured using a wireless sensor 

based on 20 healthy adults in their mid-20s as 

experimental data. To proceed with learning, the data 

was classified into training data and test data. The 

classification standard was 7:3 to classify training data 

and test data, and the classification selection criteria 

were set randomly.

Fig. 1 is a block diagram of the emotion 

classification system based on the stress index using 

the biometric data acquired through various sensors.

A Zigbee wireless sensor network system was 

implemented for the measurement of the user’s 

bio-signals. IEEE 802.15.4 Zigbee is a short-range 

wireless communication technology primarily used for 

applications requiring low speed, low cost, and low 

power consumption. In the experiment of this study, an 

integrative sensor module combining the pulse, blood 

pressure, and blood glucose sensors was used. As the 

processor board for system configuration, MCU and 

CC2431 Radio Chip (MSP430, Telos platform series) 

were used [9].

If a separate packet is made for each of the blood 

sugar, systolic blood pressure, diastolic blood 

pressure, and pulse values, data transmission requires 

additional traffic and energy consumption. Therefore, 

they were bundled together as one packet for 

transmission to the database and the five input data 

(systolic blood pressure, diastolic blood pressure, 

fasting blood sugar, and two-hour blood sugar) were 

arranged to be transmitted from each sensor.

Fig. 1. System configuration

2-1 Biometric Data Measurement 

Fig. 2. Sensed sensor data structure

Fig. 3. Measured biometric data

Fig. 2 shows the structure of the sensed biometric 

data. The MSG type detects the type of biometric data 

among pulse, systolic blood pressure, diastolic blood 

pressure, and blood sugar. GroupID represents sensor 

information, whereby each sensor has one GroupID. 

Timestamp is the time of data measurement by the 

sensor. Reading is the incoming data value expressed 

as in hexadecimal 2 bytes.

Fig. 3 shows the graphs representing the measured 

pulse, systolic blood pressure, diastolic blood 

pressure, fasting blood sugar, and two-hour blood 

sugar data. 

2-2 SVM Algorithm 

Although various learning algorithms are available 

for matching biometric data with stress index, an SVM 

algorithm was used for the data used in this study, i.e., 

pulse, blood pressure, and blood glucose data, which 

have nonlinear data structure. SVM algorithm can 

solve nonlinear discrimination problems with 

multi-layer perceptron structure is used, and SVM 

classification is a method to find a classification 

hyperplane that separates two groups well [10]. 

SVMs have scalability superior to that of existing 

linear classification methodologies and show 
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consistently excellent performance unlike the neural 

network classification method, whose performance 

fluctuates at each training session. The basic principle 

of SVM starts with a problem that can be linearly 

separated. It considers the problem that is divided into 

binary values, such as -1 and +1 as the output values 

of the training data when the input data  is given in 

the d- dimension [11]-[12].

In order to define a model for classifying two sets, a 

hyperplane, a linear identification function as shown in 

Fig. 4, can be defined. Here, “support vector” means a 

sample closely related to the boundary that determines 

the classification rule.

Linearly inseparable data, as is the case with the 

data used in this paper, are made amenable for linear 

classification by the nonlinear mapping , which 

transforms the input vector into a dimension that 

allows linear classification higher than that of the input 

vector.

When several conditions are satisfied, there is a 

high probability that a problem that is linearly 

inseparable in the input space will be converted to a 

linearly separable problem in a high-dimensional 

feature space to which nonlinear mapping is applied. 

Although it results in an increase in computational cost 

due to mapping into a high-dimensional space. This 

problem can be solved with the kernel function.

The nonlinear mapping converts the data points in 

the N-dimensional input space into a higher 

dimensional feature space (Q-dimensional) using the 

kernel function, making the data points linearly 

distinguishable. Equation (1) is a kernel function and a 

decision function. 

   ∙ 
                                             (1)

Equation (1) means that if the feature mapping  is 

appropriately selected, the inner product in the feature 

space is the same as the kernel in the input space, so 

there is no need to calculate it in a high-dimensional 

feature space, thereby reducing the increase in 

computation.

Instead of simply finding the classification plane or 

minimizing the sample error, SVM maximizes 

classification accuracy for new data by maximizing the 

classification margin [13]. 

Since SVM was developed for binary classification, 

it encounters challenging situations in real-life 

environments when solving problems with multiple 

classes. To address these problems, the 

one-against-all and the one-against-one techniques 

have been proposed. 

In the one-against-one technique, which consists of 

k(k-1)/2 SVMs when k classes are entered, each 

training dataset consists of data points from only two 

affiliations and the size of the training dataset is small, 

which allows a rapid learning.

The experiment in this paper was performed using 

the one-against-one technique in an attempt to 

improve the learning performance, and an SVM 

algorithm was constructed as shown in Fig. 5. 

In this paper, a neural network with two level output 

layers was constructed to process biometric data using 

four input data (pulse, systolic blood pressure, 

diastolic blood pressure, and blood sugar). 

1) The number of nodes in the input layer must be 4, 

which is the number of each data item. 

2) The output layer corresponds to Level 1 if the 

first node is selected based on the weight 

learned through the input data. 

3) The number of nodes in the hidden layer is 1 or 

more. As the number of hidden layers increases, 

the learning time increases, so it is important to 

determine the appropriate number of hidden 

layers.

Fig. 4. Optimization hyperplanes and support vectors



Intelligent Emotional Recognition Using Biometric Information and Stress Index

2129 http://www.dcs.or.kr

Fig. 5. Algorithm configuration 

The proposed SVM algorithm creates a hyperplane 

with a maximum margin for each feature of the given 

training dataset. In the test stage, it performs mapping 

in the multidimensional space divided by the 

hyperplane generated in the training stage in order to 

classify new data. 

2-3 Emotional Color & Music Matching

Given the diversity of the types of emotions that can 

be expressed in response to the external environment, 

it is effective to predefine the emotion color and sound 

sources to be used. In this paper, the 20-color emotion 

models set by HP’s “The Meaning of Color” were 

selected as representative elements for the 

classification of emotion colors. 

A close look at the HP color table and the results of 

matching the emotional vocabulary extracted from the 

survey in this paper, a set of common emotional 

vocabulary could be found, which could be classified 

as shown in Table 1.

Emotional 
Vocabulary

Color
Emotional 
Vocabulary

Color

Attack Bright Red Balance Orange

Classic
Beige, Olive 

Green, Neutral 
Gray

Comfort Brown

Dangerous Bright Red Elegance Burgundy

Hope
Green, Bright 

Yellow
Mystery Purple

Pure Light Blue Naturalness Bright Red

Silence Blue Softness
Light Blue, Light 

Pink, Beige

Stability
Blue, Green, 

Brown, 
Terra-Cotta

Strong Navy

Sweetness Light Pink Unique Teal Blue

Vitality Bright Yellow Warmness
Beige, Orange, 

Terra-Cotta

Wisdom Fuchsia Youth Bright Yellow

Table 1. Common emotional vocabulary classification 

Color and sound, which are important emotional 

information to understand and grasp emotion, have the 

common characteristic of waves. That is, waves 

provide a fundamental clue to connect color and sound. 

Wavelength and frequency are mathematically 

interconvertible physical quantities in inverse 

proportion to physics and mathematically. Based on 

Do, the wavelength relationship between Mi and Sol is 

4/5 and 2/3, and the wavelength ratio is 1:4/5:2/3. This 

ratio corresponds to the wavelength ratios of 650nm, 

520nm, and 433nm respectively of the three primary 

colors red, green, and blue. 

Do, Mi, and Sol are very similar to the three primary 

colors from which a vast variety of colors can be 

created by appropriately mixing red, green, and blue 

light. Therefore, if the wavelength ratio of the 12-tone 

equal temperament scale is sequentially matched with 

the colors that can be created by the combination of 

the three primary colors, music and color can be 

connected.

The wavelength ratio of the seven tones within an 

octave is 1 : 8/9 : 4/5 : 2/3 : 3/5 : 8/15 : 1/2. By 

compensating for the non-uniformity of the pure 

wavelength ratio of Do-Re-Ri-Fa-Sol-La-Ti-Do 

(including the Do of the next octave), the wavelength 

ratio between each tone of the 12-tone equal 

temperament scale is calculated at 1:1.0594. This 

demonstrates that the color frequencies of the 12 

points forming the color wheel are matched to the 

wavelength ratio of the 12-tone equal temperament 

scale [14].

The optimal sound source matching list is 

determined by analyzing the data inferred by matching 

the results of analysis of the color measurement value 

and the scale of the sound source used as an indicator. 

It was composed based on the data and classified into 

5 types of emotions according to the stress index. 

Data collected based on the music therapy resources 

presented by “Samsung Idea” were used to classify 

the five emotions according to the stress index.

Table 2 presents well-matched emotion colors and 

emotion music pieces designed to change the user’s 

stress mood. When the stress index is between 0 and 

30, which is the range for level 1, the corresponding 

emotion, emotion color, and emotion music are 

guideline, red, and Vivaldi’s Four Seasons-Spring and 

10 other pieces, respectively.
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Stress 
Index

Emotion
Corresponding 
Emotional Color

Corresponding 
Emotional Music

00-30 

[ Phase 1]
Tired Red

Antonio Vivaldi - 
10 other Songs 

besides The Four 
Seasons (Spring)

31-40 

[ Phase 2]

Depressed

(Degraded 
physical 
strength)

Yellow

Wolfgang 
Amadeus Mozart‘s 
Concerto No. 1 - 
10 Songs besides 

The Allegro

41-60

[ Phase 3]
Normal Cerulean

Franz Peter 
Schubert - 10 
Songs besides 
The Lullabies

61-70 

[ Phase 4]

Excess

(Immunity 
reduction)

Blue

Franz Peter 
Schubert - 10 
Songs besides 
The Ave Maria

70-100 

[ Phase 5]
Excitement Green

Robert Alexander 
Schumann – 10 
Songs besides 

The Dream

Table 2. Corresponding emotional color & emotional 
music

Ⅲ. Performance Evaluation and Experimental 

Results

In this paper, three wireless sensors (blood sugar, 

systolic blood pressure, diastolic blood pressure, and 

pulse) were placed for the experiment on biometric 

recognition. Emotion classification was conducted after 

matching the biometric dataset, which consists of over 

4,000 fasting blood sugar, two-hour blood sugar, 

systolic blood pressure, diastolic blood pressure, and 

pulse data points obtained from the sensors, with the 

stress index.

As shown in Table 3, stress index-based data 

classification criteria for biometric recognition were 

clustered into 5 states according to the stress level. 

To minimize the influence from the training data and 

ensure reliability, 10-fold cross-validation was 

performed on the experimental results. The 

experimental data set was divided into the subsets of 

evaluation data and verification data at a ratio of 7:3, 

and the system was optimized using the leave-one-out 

technique. Further, the classification accuracy of the 

training dataset was measured using 10-fold 

cross-validation while adjusting the kernel parameters 

of the four kernels representative of the SVM as well 

as C, the error tolerance cutoff value. In the 10-fold 

cross-validation, one dataset is separated into 10 

equal parts, with one them used as testing data and the 

remaining nine parts as training data. Based on the 

experimental results, the SVM algorithm set as the 

optimal parameter was selected.

As the kernel of the SVM algorithm, a linear kernel, 

Pearson Universal Kernel (PUK), polynomial kernel, 

and Radial Base Function (RBF) kernel are generally 

used. The experiment was performed while varying 

the kernel parameters of each kernel used for the SVM 

algorithm and the error cutoff C value. The C value 

was uniformly varied for each kernel as follows: 0, 

No Stress Index

Blood Sugar 

(Fasting)

Blood sugar 

(2 Hours after Meals) 
Systolic Blood 

Pressure
Diastolic Blood 

Pressure
Pulse

mmhg mmhg number number number

1 Phase 1 (Tired) 70-80 70-80 60-70 100-115 60-75

2 Phase 2 (Depressed) 81-90 81-90 71-80 116-130 76-90

3 Phase 3 (Normal) 91-110 91-110 890 131-149 91-140

4 Phase 4 (Excess) 111-120 111-120 91-100 150-180 141-180

5 Phase 5 (Excitement) 120 or more 120 or more 100 or more 180 or more 180 or more

Table 4. Kernel parameter change values by kernel
Kernel Type Kernel Parameter Change Values 

Linear Kernel None only change the value of C 

PUK Kernel  0, 1, 2, 3, 4, 5, 10, 50, 100

Polynomial Kernel  2, 3, 4, 5, 6, 7

RBF Kernel  0, 0.01, 0.05, 1, 5, 10, 15, 25, 50, 100

Table 3. Stress state classification criteria
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0.005, 0.5, 1, 5, 10, 50, and 100. Table 3 presents the 

C-dependent kernel parameter values for each kernel.

The SVM algorithm set with the optimal parameters 

was selected based on the experimental results, and 

its performance was compared with other machine 

learning algorithms. For performance evaluation, 

training data and test data were divided at the ratio of 

9 to 1 using 10-fold cross-validation, and accuracy 

was used as a measure of performance. Equation (2) 

represents the accuracy, where TP stands for true 

positive, FN false negative, TN true negative, and FP 

false positive.

  ×               (2)

Fig. 6 plots the accuracy of the SVM algorithm as 

checked against the C value under the condition of 

optimal configuration of the parameters of each kernel. 

Experimental results revealed the highest accuracy of 

88.45% when the RBF kernel parameters were set to       . Accordingly, it was selected as the 

optimal SVM algorithm.

Fig. 6. Considering the resource allocation parameters, 
SVM accuracy per kernel according to C value 

For comparison purposes, other machine learning 

algorithms similar to the SVM algorithm were also 

tested under the optimal parameters, which resulted in 

the accuracy levels of 74.47%, 75.17%, 77.48%, 

70.02%, and 88.45% for Decision Tree, NaïveBayes, 

SVM, K-NN, and MLP algorithm, respectively, as 

shown in Fig. 7. These testing results demonstrate the 

superiority of the SVM algorithm set under the optimal 

parameter conditions to comparable algorithms, at 

least 5% more accurate than other machine learning 

algorithms. With the average accuracy of the proposed 

SVM algorithm amounting to 86.08%, the matching 

accuracy, the matching accuracy of each biometric 

data with stress was proved to be very high.

Fig. 8 is the emotion classification database in which 

colors and music matched with the bio-emotions 

associated with the stress index are classified. The 

classification database is divided into items for the 

stress index and emotion colors and emotion music to 

be matched according to the stress index.

Fig. 7. Performance comparison by machine learning 
classification algorithm

Fig. 8. Emotion classification database 

Ⅳ. Conclusions

In this paper, it was attempted to classify colors and 

music attuned to the user’s emotions by recognizing 

biometric data. Colors and music were classified 

according to the user’s current emotion identified 

through real-time analysis of blood sugar, systolic 

blood pressure, diastolic blood pressure, pulse, and 

stress data.

For performance test, linear kernel, Pearson 
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Universal Kernel (PUK), polynomial kernel, and Radial 

Base Function (RBF) kernel were used. The 

experiment was performed while varying the kernel 

parameters of each kernel used for the SVM algorithm 

and the error cutoff C value. Since the experimental 

results revealed the highest accuracy of 88.45% with 

the RBF kernel parameters, it was selected as the 

optimal SVM algorithm. Furthermore, other machine 

learning algorithms similar to the SVM algorithm were 

also tested under the optimal parameters for 

comparison purposes. As a result, the SVM algorithm 

configured under the optimal parameter conditions 

proved itself superior to comparable machine learning 

algorithms, at least 5% more accurate than other 

algorithms. With the average accuracy of the proposed 

SVM algorithm amounting to 86.08%, the matching 

accuracy each biometric data with stress was proved 

to be very high. The proposed bio-emotion recognition 

classification system using the SVM algorithm is 

expected to contribute to the study of user–computer 

emotional exchange by means of smart classification of 

colors and music based on the user's emotions.
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