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[Abstract]

In this context, this paper seeks to increase the processing performance of multi-dimensional stream data continuously
transmitted from multiple sensors taking into account the energy efficiency and accuracy of the sensor network in the smart
healthcare system. For efficient input stream processing, we proposed an efficient processing technique to process queries based
on sliding window, establish multiple query plans using Multi-Join method, and reduce the number/amount of the stored data
using backpropagation algorithm. As a result of performance evaluation using 28,648 data points, the proposed processing

technique was shown to be effective by reducing 19.5% of the storage space compared to the actual input data.
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I . Introduction

With recent surge of interest in extending life span and
improving quality of life, coupled with the aging world
population, the main concern of healthcare is shifting from curing
disease to minimizing the possibility of disease occurrence. In
addition, Internet of things(IoT) technology is evolving into a
smart system that helps people interact with things by connecting
networks to things, and diverse related studies are underway
[1][2]. The IoT is realizing a “super-connected society” that
provides new services and useful values to users and enables
them to learn and use information from its position anchored deep
inside their lives [3]. IoT devices such as wearables, smart
phones, and tablet PCs recognize surrounding situations with
various sensors and communication functions and collect data in
real time, which leads to the accumulation of vast amount of data
[4]. Due to the irregularity of the data generation cycle, the data
transmitted from sensors are nonlinear and inconsistent, reflecting
the characteristics and methods of the sensor-generated time
series data [5]. For this reason, many sensors are required to
collect data in the IoT environment, and an efficient method is
required for processing the sensor data collected through sensor
networks. The data collected from the sensor networks in the IoT
environment are fast and continuous stream data. Due to the
continuity and complexity of such stream data, only a temporary
access is possible, and due to the constant dynamic change using
limited memory, a continuous data processing model is required [6].

In the meantime, in many stream data research areas,
techniques for establishing a join query plan have been studied
within a limited scope with respect to cost and storage space
efficiency [7]. In addition, a join query is required to process huge
amount of data acquired from multiple sensors, unlike those from
a single sensor. Join operators can use the hash table-based,
window-based, or hash table-window-based approach. Of them,
the hash table-window-based join operator is the most suitable
processing method for the data stream environment for its
advantages of working fast within a limited memory and rapidity
of matching. Among the hash table-window-based join operators,
the MJoion operator was proposed for its ability to take multiple
inputs, given that joining multiple pieces of information can yield
a result with over more comprehensive content [8][9].

The smart healthcare system in IoT environment requires faster
processing of stream data because multi-dimensional data should
be processed at the same time. Considering this aspect, the
Multi-Join operator, a hash table-window-based join operator,
was used in this paper to optimize query. Meanwhile, the existing
research on stream data has primarily focused on data analysis

and clustering rather than on the hardware part. With
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overemphasis on enhancing query efficiency and stream-processing
performance, no proper research has been dedicated to problem
solving related to efficient stream data storage. Against this
background, this paper makes an attempt at data classification and
reduction using the backpropagation algorithm to ensure efficient
storage and management of stream data [10][11].

In this paper, multiple sensors (systolic blood pressure,
diastolic blood pressure, weight, and pulse) were installed in a
smart healthcare system in an [oT environment, and queries were
processed based on a sliding window for efficient input stream
processing, multi-query plans were set up using the Multi-Join
operator, and modeling was performed using the backpropagation
algorithm. The performance of the constructed model was
evaluated by comparing it with the K-NN algorithm and
analyzing the results.

The remainder of this paper is arranged as follows: Chapter 2
describes the system configuration and design; Chapter 3 presents
system implementation and performance evaluation; Chapter 4

presents conclusions and future research directions.

I. System Configuration and Design

In this paper, pre-clustering is performed after scanning the
entire database prior to processing input stream data from each
sensor. After pre-clustering, the stream data is stored, and the
queries are processed and stored in the database. The stored data
is classified with the backpropagation algorithm to reduce the
data. The process board used to construct the proposed system is
MCU and CC2431 Radio Chip (MSP430, Telos platform series).
In addition, an integrative sensor module combining the systolic
blood pressure, diastolic blood pressure, weight, and pulse
sensors were used, with a total of 10 sensor nodes, including one
sink node. For real-time analysis, it is important to quickly and
accurately classify the features analyzed from bio-signals. Since
bio-signals have different characteristics for each individual,
generalizing classifiers is also an important issue as much as
increasing the accuracy of classifiers. The availability of quick
and easy classifiers is an important variable in classifier selection.
The backpropagation algorithm enables classification even for
insufficient input data. In addition, it has a parallel processing
function of data, so it can produce an appropriate output through
sufficient classifier training even for complex inputs. Figure 1 is a
schematic diagram of the proposed system.

Multiple sensors were used to collect stream data (systolic
blood pressure, diastolic blood pressure, weight, and pulse) for
sensor data processing of the proposed system. Since the data

collected for analysis were obtained in the same environment,
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different types of data were bundled into one packet for query
processing and transmission to the database because a separate
packet is made for each input data type, data transmission
requires additional traffic and energy consumption. The total
length of the packet is 36 bytes, consisting of the fixed header (10
bytes), sensor node ID and channel (6 bytes), and buffer (20
bytes). The buffer was designed for the actual sensed values to
enter in the order of systolic blood pressure, diastolic blood
pressure, weight, and pulse as hexadecimal 3 bytes each to
occupy 12 bytes starting from the buffer head.

The data structure includes 1 byte for each bundle, with the 7th
and 8th values from the left allocated to the communication
method, the 15th and 16th values to the channel, and from the
17th to the 28th to the systolic blood pressure, diastolic blood
pressure, weight and pulse values.

An important part to enable stream data processing is to
efficiently satisfy the query of sensing data taking into account
the limited resources of sensor nodes for sensing information
scattered across the sensor network environment of the [oT; that
is, to enable a query processing that can maximize the accuracy
and speed while minimizing the energy consumption rate in each

sensor node [12].
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Fig. 2. Stream data management

Figure 2 is a structural diagram of stream data management
with a stepwise description of the query processing in the data
stream environment. Stream data management performs multiple
continuous query processing on multiple stream data, during
which the processing capacity of the system can be exceeded due
to overload of input data. Data storage is done in three parts:
temporary working storage, summary storage for stream synopsis
processing, and static storage for metadata processing.

The query to be executed is stored in the query storage, and the
query processor carries out optimization for query processing
according to the amount of input data.

In order to get comprehensive information from the smart
healthcare sensor network in the IoT environment, it is necessary
to perform a join operation based on a specific time or location to
get the desired result.

Existing stream data research proposed a technique for
establishing a query execution plan for join queries in terms of
cost and storage space efficiency. A join operator can be hash
table-based, window-based, or hash table-window-based. Of
them, the hash table-window-based join operator is the most
suitable processing method for the data stream environment for its
advantages of working fast within a limited memory and rapidity
of matching. Among the hash table-window-based join operators,
the Multi-Join operator that can take multiple inputs has been
proposed from the point of view that the result of joining several
pieces of information includes more comprehensive contents [10].

In this paper, query plans were set up using the hash
table-window-based ~ Multi-Join method. Multi-Join  can
efficiently perform the join of frequently changing data stream. It
is an extension of the symmetric hash algorithm designed to
enable multiple stream processing. For each input tuple, it is
checked iteratively whether a tuple with the same key exists in all
hash tables. Since the join query based on a general binary join
has a problem of blocking because the query execution plan is set
up in the form of a binary tree. In a data stream environment, a
potentially infinite amount of data is continuously entered into the
system, which causes the blocking query execution plan to exceed
the limit of the system’s memory capacity and requires sampling
or load shedding of the input stream.

Multi-Join was proposed as an efficient join processing
technique for multidimensional stream data that can have multiple
input streams, breaking away from the binary join-based form.
Multi-Join has been evolved from the traditional symmetric hash
join. In other words, unlike the conventional symmetric hash join,
it can have multiple inputs, which makes it possible to export
intermediate results as join results with multiple streams without

passing the intermediate result over to the next operator. Figure 3
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shows the processing structure of Multi-Join. If a new tuple
comes in from the input stream S1, it is inserted into the hash
table for S1 and the hash table for the next input stream is
checked. If the newly input tuple matches all the values in the
other hash table, the output is returned. The purpose of this paper
is data classification and reduction for efficient storage and
management of stream data taking into account the smart

healthcare system in the IoT environment.

March
P Probe the next

T8 3. Multi-Join MZ| ofF|ElX
Fig. 3. Multi-Join processing architecture

Although various learning algorithms are available, the data
used in this performance evaluation are systolic blood pressure,
diastolic blood pressure, weight, and pulse data, whose
compositional structure is nonlinear. Due to this nonlinear data
structure, a backpropagation algorithm that can solve the
nonlinear discrimination problem with a multi-layer perceptron
structure is used.

The backpropagation algorithm learns by adjusting the weight
of a hidden layer, thus obtaining higher accuracy compared with
other learning algorithms. The backpropagation algorithm
iteratively multiplies and adds the input values with the weight of
the neural network, and yields the output (y) as the result of the
input values, where the output (y) is different from the desired
output (o) set in the training dataset. That is, an error (e=y-0)
amounting to (y-o) occurs in the neural network, and the weight
of the output layer is updated in proportion to the error, and then
the weight of the hidden layer is updated accordingly. The
direction of weight updating is opposite to the processing
direction of the neural network. This is the reason why it is called
a backpropagation algorithm. That is, neural network processing
proceeds in the direction of input layer — hidden layer — output
layer, whereas the learning direction of weight update proceeds in
the direction of output layer — hidden layer. In this paper, a
neural network with two level output layer was constructed to
process the error rate according to the window size change using
four input data (systolic blood pressure, diastolic blood pressure,

weight, and pulse).
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(1) The number of nodes in the input layer has to be 4, the
number of the data items.

(2) The output layer corresponds to Level 1 if the first node is
selected by a weight learned through the input data.

(3) The number of nodes in the hidden layer is one or more. As
the number of hidden layers increases, the learning time
increases, so it is important to determine the optimal
number of hidden layers.

Figure 4 is a flowchart of the backpropagation algorithm.

Number of data for learning : N

ith (1 <i < N) learing dataset : [;

I;1: Weight , Ii3: Pulse, I;3:Systolic blood pressure ,
I;4: Diastolic blood pressure

Step 7: Initialize weights and counter

Step 2: Set learing rate @ and Ejqx

Step 3 : For each training pattern pair do Setp 4~70
until k = p

Step 4 : Compute output of hidden layer

Step 5: Compute output

Step 6: Compute output error

Step 7: Compute error signal of output layer

Step 8: Compute error signal of hidden layer

Step 9: Update weights

Step 70: Increase counter and goto Step 3

Step 77 : Test stop condition
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Fig. 4. Flowchart of the backpropagation algorithm

. System Implementation Results and
Performance Evaluation
E 1. Y= 3700 wWE 2R (A™n 412(E)
Table 1. Error rate according to window size change
(Backpropagation Algorithm)
systolic diastolic
blood blood Weight (%) Pulse (%)
pressure (%) | pressure (%)
1000 3.86 2.43 0.82 5.43
2000 2.98 2.36 0.59 3.81
3000 2.43 2.23 0.35 1.67
Average 3.09 2.34 0.59 3.64
E 2 252 370 w2 X8 (K-NN)
Table 2. Error rate according to window size change
(K-NN)
systolic diastolic
blood blood Weight (%) Pulse (%)
pressure (%) | pressure (%)
1000 5.37 4.54 2.13 6.32
2000 5.82 4.21 2.06 7.14
3000 3.86 3.89 0.61 5.98
Average 5.02 4.21 1.60 6.48
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Table 3. Reduction rate and classification accuracy
according to window size

Window Size Reduction Rate (%) Clizscifj::aaci/on
1000 18.7 0.874
2000 19.1 0.895
3000 19.5 0.913

Average 19.10 0.890

In this paper, as measure of performance evaluation, the query
accuracy in Database was measured. Using a total of 10 nodes
consisting of one sink node and nine intermediate nodes, the
output data for systolic blood pressure, diastolic blood pressure,
weight, and pulse values were transferred to the stream data
storage every five seconds. The collected data is stored in the
database after the processes of query processing in the stream
data the

classification. The performance of the proposed system was tested

management and backpropagation  algorithm
using 28,648 collected sensor data (systolic blood pressure,
diastolic blood pressure, body weight, pulse). The experimental
data used for performance evaluation being irregular data
measured in real-world settings, it is necessary to measure the
error rate, unlike in linear relations. The process board used for
performance evaluation is MCU and CC2431 Radio Chip
(MSP430, Telos platform series), and the error rate was measured
at each size change of the sliding window, using root mean square
error (RMSE) as defined by Equation (1).

(1

Vg1 =T, T (l‘rz.c*mm.c)

In this paper, the error rates of the backpropagation algorithm
and the K-NN algorithm were compared after query processing
based on sliding window and multi-query planning using the
Multi-Join method for efficient input stream processing. As a
result, the error rate of the backpropagation algorithm was found
to be lower than that of the K-NN algorithm by 1.91% on
average, and the stored valid data reduced by the backpropagation
algorithm were used for the smart healthcare system in the IoT
environment.

Table 3
backpropagation algorithm by dividing the window size into
1000, 2000, and 3000 in line with the number of tuples using
28,648 data points. As a result of the performance evaluation, it

show the results of data reduction by the

was found that the maximum reduction of storage space of 19.5%
was attained when the window size was divided by 3000. The
classification accuracy also the highest accuracy of 91.3% when
the window size was divided by 3000.

Finally, a smart healthcare system was implemented using the

171

classified data. The smart healthcare system consists of two sets
of items: items that monitor the classification result of the sensed
data and numerical data by time and date and graph items that
show changes in systolic blood pressure, diastolic blood pressure,
weight, and pulse, respectively. Figure 5 shows the result of smart

healthcare system implementation.

V. Conclusions

The smart healthcare system allows users to receive their
health care services in real time anytime, anywhere. This is in
tune with the increasing demand for specialized and diversified as
well as personalized healthcare services, as health is increasingly
becoming the central value of society, all the more so with
increasing penetration of the IoT in our daily lives. Also, with
increasing application of the network technology in the IoT
environment in line with rapid technical development and
implementation, countless stream data are collected in real time
smart healthcare system from a wide variety of sensors carried by
users. Stream data requires efficient energy storage and
management because the data distribution can change over time
and a large amount of data is collected in a short time.

In this study, based on these considerations, multiple sensors
(systolic blood pressure, and diastolic blood pressure, weight, and
pulse) were arranged, efficient query processing based on sliding
window was performed for efficient input stream data processing,
multiple query plans were set up using hash table-window-based
Multi-Join method, the error rates of the backpropagation
algorithm and the K-NN algorithm were compared. The
performance evaluation using 14,324 data points yielded the
following results: the average error rate of the backpropagation
algorithm was 2.42%, and that of the K-NN algorithm 4.33%,
proving the superiority of the backpropagation algorithm to the
K-NN algorithm with a 1.91% lower error rate; the amount of
data classified through the backpropagation algorithm occupied
19.5% less storage space on average than the actual input data;
the classification accuracy was the highest with 91.3% when the
window size was divided by 3000.

For future research, it is planned to develop a more efficient
algorithm taking into account the processing time. Also in
planning is a study on time-based sliding window query
processing for processing time-dependent data. Another research
plan of interest is the construction of an integrated system that
may provide decision-making support for healthcare staff by
developing a method efficiently processing various biometric
information such as user location information, brain waves, blood

sugar level, and body fat.
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Fig. 5. The result of smart healthcare system implementation
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