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[Abstract]

As there is a growing concern that the scale of damage caused by water pollution accidents due to urbanization and
industrialization is increasing, the demand for water safety in society is increasing. In the last five years, many water pollution
accidents have occurred in the four major river basins, and this has caused direct and indirect damage to public health, such as
stopping water supply and drinking contaminated tap water. Therefore, there has been a constant demand for a water quality
environment management system that can minimize the uncertainty of the water quality environment. In the Ubiquitous Sensor
Network environment, the water quality management system transmits data measured in real time from the terminal node to the
server, and the middleware of the received system has secured and stored data integrity and redundancy. However, the biggest
problem in this processing is that the generated source data contains many errors and cannot be used as it is. Therefore, the
assistance of experts is required to ensure the integrity of the water quality data, and there is a difficulty in paying money
economically. As a solution to this problem, building a multilayer neural network using a machine learning model is the best
solution. In this study, we design a real-time water quality data verification middleware based on multi-layer neural networks and
propose to develop it as a monitoring system.
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| . Introduction

The importance of the environmental monitoring system is
increasing day by day as the size of the damage increases year by
year due to the rapid increase in the frequency of hail, typhoons,
collapse of incisions, and landslides due to heavy rain and heavy
snow caused by climate change and El Nifio in Korea. In Korea,
the average annual damage caused by natural disasters such as
typhoons and floods has increased by 50 times from 30 billion won
in the past 1970s to more than 1 trillion won. The number of rescue
operations by emergency rescue teams due to natural disasters such
as droughts, typhoons, hail, etc. also increased by almost four times
in three years (612 cases in 2007, 554 cases in 2008, 1,313 cases in
2009, 2,347 cases in 2010). Due to urbanization and
industrialization, there is a growing concern that the scale of
damage will increase in the event of a water pollution accident and
the demand for a social water safety is increasing. In the last 5
years, 259 cases of water pollution (Han River 99, Nakdong River
31, Geum River 25, Seomjin River and Yeongsan River 19, and 85
others) have occurred in the four major river basins. This caused
direct and indirect damage to public health, such as stopping water
supply and drinking contaminated tap water [1].

Therefore, it is required to establish a water quality
environment management strategy system based on big data that
can minimize the uncertainty of the water quality environment by
expanding the target of water quality management from the
current water quality management system centered on the four
major rivers to small and medium-sized rivers,
tributaries/branches, and reservoirs. [2].

The water quality management system transmits the data
measured in real time from the terminal node to the server in the
Ubiquitous Sensor Network environment, and the middleware of
the received system has secured data and stored data integrity

after eliminating redundancy.
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Various communication methods have been studied to
efficiently transmit measured data in terminal nodes, and data has
been accumulated in a server in real time. In general, a
USN-based water quality monitoring system needs not only a
network that senses data and transmits it, but also a middleware
function that collects, stores, and analyzes the sensed data and
helps to have decision making based on it [2,3].

However, as the most basic problem, the assistance of water
experts is required to ensure the integrity of water quality data,
and there is a financial difficulty in paying money. This is
because the source data that was created immediately contains
many errors and many problems, such as using it as it is and
showing incorrect results for use in analysis as big data.
Therefore, quality control of water data has been performed by
executing correction and correction work on the sensed source
data with the help of experts [3,4].

It is believed that a lot of manpower and money are required to
continuously modify and supplement the quality of basic water
data that is sensed and collected in real time, and middleware that
can improve this is desperately needed. However, in verifying
data accuracy, it is difficult to verify whether the quality of water
data is normal or error because environmental factors affecting
water quality are complex and change dynamically over time.
Because there is no mathematically standardized rule to decide
this, the integrity of the water data is determined according to the
situational judgment of the expert [5]. Therefore, as a solution to
this problem, building a multi-layer neural network using a
machine learning model is the best solution. In this study, we
design a real-time water quality verification middleware system
based on a multi-layer neural network and propose a development
of it as a water quality analyzing system.

Big data is becoming an essential requirement for discovering
and solving national social issues in fields such as healthcare,
energy, climate, disaster, and economic fields. The importance
and value of big data is gradually increasing, and the current
utilization is expected to create a new data ecosystem by
gradually spreading from the field of science and technology to
all fields of public, business, and service. McKinsey estimates
that the healthcare, public administration, retail, manufactur -ing
and personal information sectors will also generate economic
impacts of between $100 billion and $700 billion in each sector [1].

This study aims to construct a big data based middleware
system that can present useful water environment information by
analyzing the water quality information accumulated over a long
period of time for the processing of such water quality

information on big data.
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[I. Related research

Figure 2 Using the multi-layer neural network in Figure 2, we
design and implement middleware for verifying the accuracy of
the quality of water data based on big data and multi-layer neural
networks, and implement APIs for various applications based on
this middleware. Figure 2 shows the information processing step
based on big data and multi-layer neural networks in
implementing application components such as verification of
quality in environmental water data. First, the artificial neural
network is trained as shown in Figure 2 through the standardized
learning data. The artificial neural network is divided into three
layers, and it is constructed so that the neural network can be
trained by consisting of an input node layer, an output node layer,
and a hidden node layer between them [6,7].

In order to construct an artificial intelligence model, an
appropriate learning procedure must be followed, and an iterative
process is required to adjust the number of nodes in the hidden
layer and the number of learning times. Depending on the type and
characteristics of the data, the appropriate number of nodes may
vary, and when simulating natural phenomena that have nonlinear
relationships unlike linear relationships, excessive learning can
cause large errors in model validation for unlearned ideas [8,9].

However, so far, not many studies have been conducted on the
number of nodes and the number of learning related to natural
water phenomena, and in most cases, definitive conclusions have
not been obtained. Therefore, in this paper, we try to determine
the structure of a model suitable for the problem in this
middleware through the learned data [10,11].

In this paper, the number of nodes and the number of learning
of the hidden layer are changed to apply to verification of
unlearned events to find a structure with the least error, and the
verification process will be automated to avoid manual repetition.
Figure 3 shows the automated parameter calculation process of

the artificial intelligence model.
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Ill. Research method and System Design

3-1 Contents, methods and results of research and
development

Until now, there are standards for water quality management,
but since they are not standardized, there have been problems in
distortion and reliability of water data quality. Therefore, this
study aims to design and build a analyzing middleware through
the development of an algorithm to verify the reliability of water
data quality based on multi-layer neural networks and big data to
overcome this problem [12,13].

There are LSTM Model and ARIMA Model as multilayer
neural network algorithms required for analyzing middleware
design and construction. Using these two models, a new model
for water data quality verification is designed, and the learning
information of the past data and the test information of the current
data are compared, and implemented as a program to meet the
reliability and quality control standards of the water data. Figure 4
below shows the LSTM Network's memory block, and Figure 5
shows the ARIMA Model.
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In this paper, we implemented a multi-layer neural network
algorithm for water quality verification and designed a new
model, the WQ-NN (Water Quality Neural-Network) Model,
based on the above two models.

The data used for training and testing were provided in the
form of a CSV file, but normalization and pre-processing of the
data were required, and a cleansing operation was performed on
the abnormal data within the standard error range of the quality
control. Figure 6 shows the water quality data set (example) after
pre- treatment, and Table 1 shows the measurement unit
(example) for each parameter.

Figure 7 is a schematic diagram of the detailed flow of step by
step data processing. The original data is read, the preprocessing
process and necessary data are extracted, and a new model is
designed for the verification and evaluation of the data using the
LSTM Model (CNN) and the ARIMA Model (ANN), and the
designed model includes an algorithm for verification.

date temperature dissolved._ ph turbidity
oxygen

2020-

0 10-01 21.350596 | 6.898147 |7.009447 |13.468674
2020-

1 10-02 21.315316 | 6.993022 |7.044741 |10.618085
2020-

2 10-03 21.884984 |6.716186 |6.972112 |40.292612
2020-

3 10-04 20.344586 | 6.903656 |6.928980 |25.303738
2020-

4 10-05 17.923966 | 7.364901 |6.980445 |26.565599
2020-

5 10-06 17.950552 | 7.529336 |7.019258 |28.172014
2020-

6 10-07 18.914272 | 7.345588 |7.031518 |28.425536
2020-

7 10-08 20.003922 | 7.162172 |7.031793 |27.986241
2020-

8 10-09 21.093359 | 6.888860 |7.013097 |30.546341
2020-

9 10-10 21.421380 | 6.762587 |7.007799 |29.287538

a8 6. Mxzl = & HolH ME

Fig. 6. Water quality data set after pretreatment
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Parameters Measurement Units
Temperature T

pH No units

Dissolved Oxygen (DO) mg/L

Turbidity FNU

E 1. sHuloly 53

Table 1. Measurement units by parameter
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Fig. 7. Architecture diagram of the proposal model

V. Experiment and results

4-1 Development tools and uses

- PyCharm: Python IDE for development tool
- Jupyter Notebook: Coding result and test tool
- Pandas: Analysis and Visualization Library

- Numpy: n-Dimensional Array

- Matplotlib: 2-D Plotting Library

- Scikit-learn: ML Library

- Keras: Neural Network Library

4-2 Simulation anf Verification

Figure 8 shows the results of learning the past data and
comparing the results of the current data with the developed
algorithm to compare the current data with the past data. As a
result of the comparison, the measured results of the learned past
data (Train) and the newly developed test data were excellent in
reliability, and the measurement result was within the tolerance
range of the quality control standard for outlier data and the
quality control standard for the measurement result in the

pre-processing process.
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nn_nodel = Sequent ial()

nn_nedel add(Dense( 10, input_din=1, activation='relu'))

nn_node!  add(Dense(1)

nn_node! . conpi lel |oss="nean_squared_error ', opt inizer="adan')

early_stop = Ear lyStopping(monitor="loss', patience=2, verbose=1)

h\)slory = nn_nedel fit(X_train, y_train, epochs=100, batch_size=|, verbose=l, callbacks=[early_stop], shuffle-Fals
e

Epoch 1/100

1339/1339 [~ =] - 2s Zasfstep - loss: 0.0361
Epoch 2/100
1339/1339 [= - 25 Insfstep - loss: 0.03z2
Epoch 3/100
1339/1338 [~ - 2s Insfstep - losst 0.0316
Epoch 4/100
1339/1333 [= - 25 Insfstep - loss: 0.0312
Epoch 5/100
1339/1339 [= - 2s Znsfstep - losst 0.0310
Epoch 6/100
1339/1333 [~ - 25 Insfstep - loss: 0.0310
Epoch 7/100
1339/1339 [= - 2s Ins/step - loss: 0.0309
Epoch B/100
1339/1333 [~ - 25 Insfstep - losst 0.0309
Epoch 5/100
1339/1339 [= - 25 Imsfstep - loss: 0.0309
Epoch 10/100
1339/1339 [ - 25 Insfstep - loss: 0.0309
Epoch 11/100
1339/1339 [= - 25 Ins/step - loss: 0.0309

Epoch 12/100
1339/1333 [~
Epoch 13/100
1339/1339 [=
Epoch 00013: early stopping

- 25 Insfstep - loss! 0.0309

- 2s Ims/step - loss: 0.0309

T8 8. E|AE do|ee| £F At
Fig. 8. Measurement result of Train data and Test data

4-3 Experiment results

In order to confirm the results of R&D, the dataset was divided
into Train and Test Dataset, and 80% was included in the Train
Dataset, but 20% was set as the raw data in the Test Dataset.
MixMax normalization was used to convert the values of the
Train and Test Datasets in the range of -1 and 1. Figure 9 shows
the basic linear graphs for the four parameters required for water
quality prediction. In the line graph of Ph, it can be seen that it is
in the range of 6.7 ~ 7.3. This shows that the pH of the water
quality is in the ideal range. (Ideal range: 6.5 ~ 7.5)

It can be seen that the pH and DO in Figure 10 only change
according to the season, but the measurement results for pH and

DO show a trend without change.
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As a result of measuring by applying the WQ-NN Model, the
data reliability that satisfies the quality control standard was
obtained with less training data than the existing LSTM Model and
ARIMA Model. Figure 11 below shows the Python execution result
and final result developed as an algorithm for the WQ-NN Model.

V. Conclusion

In this paper, a WQ-NN model was proposed for the quality
control of water data, and as a result of applying this model, it has
brought reliability in verifying data quality that meets quality
control standards with less training data than existing LSTM
Model and ARIMA Model Is showing. In verifying the accuracy
of water quality data, it is not easy to verify whether the detected
water quality data is normal or error because various factors in
measuring water quality are complex and work, and the natural
environment dynamically changes over time. Systematic analysis
was not possible due to the lack of formal mathematical rules, and
the integrity of the data was determined according to the
situational judgment of experts. Therefore, as a solution to this

709 http://www.dcs.or.kr
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problem, middleware construction using a machine learning
model based on big data is the best solution. In this study, a
method for designing a real-time water quality data verification
middleware S/W based on a multilayer neural network and
developing it as a analyzing system was proposed.
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