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            Abstract
          
        

        
          With the progress in autonomous vehicles and robots, there has been growing interest in the consensus of a multi-agent system. Limited model knowledge prevents the model-based consensus algorithm from being applicable to an environment with uncertainties while the model-based reinforcement learning (RL) algorithms are found to converge slowly and are applicable to a class of system environments they are assumed to be built on. To overcome these issues, TD3[23] was modified with a linear input layer at an actor network and reward shaping. Numerical simulation shows that the proposed RL with pretrained weight performs as well as the model-based one while it outperforms the model-based RL one. The ablation study also verifies the proposed modification is very critical in providing robust performance.

        

        
          
            초록
          
        

        
          자율 주행 이동체와 로봇 분야의 발전에 따라, 다중 에이전트 시스템의 컨센서스에 대한 관심이 증가하고 있다. 모델 기반의 컨센서스 알고리즘은 모델 정보가 제한적이고 불확실성이 존재하는 다양한 환경에 적용하는데 한계를 갖으며, 모델 기반의 강화학습 알고리즘은 수렴 속도가 느리거나, 파라미터 선택에 민감한 특성을 갖기 때문에, 이 알고리즘이 개발될 때에 가정한 일련의 환경에만 적용이 가능하다는 한계를 갖는다. 이러한 문제를 해결하기 위해서, 기존의 TD3[23] 강화 학습 알고리즘의 행동자 네트워크의 입력 레이어를 선형 함수를 취하고, 리워드 최적화를 적용하였다. 수치 모의 실험을 통해서 선학습된 가중치를 갖는 제안 강화학습 알고리즘이 모델 기반의 알고리즘과 유사한 성능을 갖으면서, 모델 기반 강화학습의 성능을 뛰어넘음을 확인하였다. 또한, 애블레이션 연구를 통하여, 기존의 강화 학습을 변형하는데 사용했던 2가지 방법이 안정적인 성능을 제공하는데 필수적임을 확인하였다.
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      Ⅰ. Introduction
      With the widespread use of the internet, more and more devices are connected over a network. Centralized control of multiple connected devices necessitates computational power and network bandwidth which are proportional to the number of devices. To deal with this issue, a distributed control has been studied. The distributed control reduces computational resources and network bandwidth by making a distributed decision from local data. An interesting distributed control is the consensus control of a multi-agent system (MAS), in which each agent tries to control itself to achieve a common goal from local information. With the growing interest in intelligent vehicles and machines, it has been applied to many different areas such as the formation of satellites [1], the coordination of multiple robots [2], freeway traffic congestion control [3], cooperative droop control for power sharing [4], and group decision making [5].

      Local information transfer for a consensus control is bound to have a delay which depends on the communication protocol. The delay can incur instability of a MAS, slow down the convergence, or degrade control performance. Sufficient conditions for consensus-ability were shown to be a function of delay, packet drop, communication topology, and the dynamics of agents [6]. To deal with disagreement error incurred from transmission delay, an output feedback consensus control which exploits information on delay was developed for a homogeneous multiagent system with linear dynamics [7]. A distributed adaptive consensus control was proposed to provide a robust consensus control for MAS with unknown time delays and unknown bounded nonlinear dynamics [8]. A consensus control based on sliding mode control was also proposed to provide robust performance in the presence of unknown time varying delays and disturbances [9]. Various types of consensus control such as containment consensus control [10], an event-triggered control [11], and a group consensus control [12] were also studied for a MAS in the presence of delay. Some theoretical consensus algorithms were also experimentally validated in the presence of delay. Three two-wheeled robots were shown to achieve consensus when there was a delay of 0.5~1 seconds [13]. A heterogeneous MAS of two water level control test rigs with dissimilar dynamics and characteristics was shown to achieve the consensus with the aid of the articulated recursive prediction controller [14].

      While most research on consensus control has focused on the model-based method, there has been growing interest in applying data-based methods such as reinforcement learning to overcome the limitation incurred by limited knowledge of the model of a system. An actor-critic neural network (NN) was exploited to implement the policy iteration algorithm which solves the coupled Hamilton-Jacobi-Bellman (HJB) equation for the optimal consensus control for a MAS with homogeneous linear dynamics [15]. An extra compensator was introduced to derive adaptive dynamic programming (ADP) based policy iteration algorithm for a MAS with nonlinear dynamics which approximated the value function with linear regression over the output of the neural network [16]. Adaptive dynamic programming (ADP) based RL algorithm which iteratively updates the Riccati matrix and feedback gain matrix was proposed for a MAS with linear dynamics. They developed the algorithms for both state feedback and output feedback [17]. The online RL algorithm for a MAS with heterogeneous linear dynamics was developed from formulating the consensus problem into a graphical minimax game and transforming the model-based policy iteration algorithm into an on-policy RL algorithm. [18]. An actor-critic neural network where the actor NN generates a control signal and the critic NN estimates the performance index function was exploited to implement a policy iteration based on optimal bipartite consensus control (OBCC) for a MAS with homogeneous linear dynamics [19]. An identification NN which estimates the next state from the current state was combined with an actor-critic network for a MAS with linear dynamics so that target action can be generated by using the output of the identification NN, which may help to stabilize the learning process [20]. An actor-critic NN with a simple single linear layer was developed to approximate the optimal consensus control for a second-order MAS [21]. It is observed that most existing research derives optimal consensus controls from the coupled HJB equation and approximates the performance index and action with NNs.

      Recently, [22] proposed several deep learning based consensus algorithms. Some algorithms in [22] were shown to perform as well as the model-based one while they may have some performance degradation in some cases. [21] was also shown to converge very slowly in [22]. Most RL algorithms for consensus are model-based, which means that they may fail to perform well when they perform beyond the class the model they are assumed to be working on. Thus, this research adopts a state of art RL [23], which can be applicable to any domain without considering specific domain knowledge. Since optimizing parameters of the RL in [23] does not perform well, the RL was modified with two critical components, linear input layer at an actor network, and reward shaping. Simulation results verify that these two components play a critical role in providing reliable performance. The proposed algorithm is also found to perform as well as the model-based one for various system configurations.

      This paper is organized as follows. A system model for a consensus of a second-order leader followers MAS will be given with the goal of the consensus in section-2. In section-3, a brief summary will be provided for RL and twin-delayed deep deterministic policy. The modification of the [23] will be also explained. In section-4, the description of the simulation and simulation results which verify the efficiency of the proposed RL will be provided. Concluding remarks and future research will be given in section-5.

    

    

  
    
      Ⅱ. System Model and Problem Formulation
      We consider a leader-followers MAS with a second-order dynamic. It consists of one leader and N followers. It is assumed that It operates in an environment with communication delays and disturbances. It is also assumed that these uncertainties are unknown. The corresponding system can be expressed as

      
        
          
            	
              
                
                  
                    
                      
                        
                          v
                        
                        
                          i
                        
                      
                    
                    ˙
                  
                  
                    
                      t
                    
                  
                  =
                  
                    
                      u
                    
                    
                      i
                    
                  
                  
                    
                      t
                    
                  
                  +
                  
                    
                      d
                    
                    
                      i
                    
                  
                  
                    
                      t
                    
                  
                
              
            
            	
              (1) 
				
            
          

        

      

      
        
          
            	
              
                
                  
                    
                      x
                    
                    
                      i
                    
                  
                  
                    
                      t
                    
                  
                  =
                  
                    
                      ∫
                      
                        
                          
                            t
                          
                          
                            0
                          
                        
                      
                      
                        t
                      
                    
                    
                      v
                      
                        
                          s
                        
                      
                      d
                      s
                    
                  
                
              
            
            	
              (2) 
				
            
          

        

      

      where vi (t) is the velocity of the agent i, ui (t) is the control signal of the agent i, di (t) is the disturbance at the agent i, xi (t) is the position of the agent i, and vi˙t is the derivative of vi (t). The index for the leader agent is set to be 0. Several assumptions are made as follows to set the scope of this research. The perfect state information on its own state is available at each agent without measurement error. There is no packet loss in a communication channel. Communication topology does not change with time while it supports unidirectional communication.

      The goal of consensus control for a leader-follower MAS can be given as
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      That is, the difference between the position of the follower agent i and the leader agent 0 which is called disagreement error asymptotically goes to 0 through consensus control. When (3) is satisfied, the following condition for each agent i will hold too.
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      where NBRi is the set of the indices of neighbor agents for the agent i. It is not possible to measure disagreement error at each agent, thus, local position error ei (t) which is often exploited for estimating performance or deriving control signal can be defined as follows.

      
        
          
            	
              
                
                  
                    
                      e
                    
                    
                      i
                    
                  
                  
                    
                      t
                    
                  
                  =
                  
                    
                      ∑
                      
                        j
                        =
                        0
                      
                      
                        N
                      
                    
                    
                      
                        
                          a
                        
                        
                          i
                          j
                        
                      
                    
                  
                  
                    
                      
                        
                          x
                        
                        
                          i
                        
                      
                      
                        
                          t
                        
                      
                      -
                      
                        
                          x
                        
                        
                          j
                        
                      
                      
                        
                          t
                        
                      
                    
                  
                
              
            
            	
              (5) 
				
            
          

        

      

      where aij is the element of adjacency matrix which takes value 1 when the agent j is the neighbor of the agent i, otherwise 0.

    

    

  
    
      Ⅲ. Reinforcement Learning for Robust Consensus of A Multi-Agent System
      
        3-1 Reinforcement Learning
        RL is a learning algorithm which finds a policy to maximize the average return. When model information is available, an optimal policy can be solved through the Bellman equation. However, model information is often unavailable or partially available. RL tries to solve the Bellman equation without model information through trial and error. Let s be the state of a system. A policy π(s) can be defined as a mapping from the state to action. The optimal RL policy π*(s) can be defined as follows.
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        where Rt=∑p=tTγprst,at is the discounted sum of rewards called as return, st is a state at time t, at is an action generated by π(at), r(st,at) is a reward, and γ is a discounting factor determining how much future reward will be considered.

        One of the most common network structures realizing RL is to take the form of an actor-critic network where an actor network predicts an action while a value network predicts the value of a state. The actor network Aθ usually updates its parameter with a policy gradient algorithm which takes a gradient of E(R0) while the critic network Vψ updates its parameter so that it can minimize the square of temporal difference error.

      

      
        3-2 Twin Delayed Deep Deterministic Policy
        Two main issues in the implementation of RL with an actor-critic network are overestimation of action state value function and variance of value estimate. These two problems often result in poor performance or instability in convergence with learning. To deal with these problems, the twin delayed deep deterministic policy algorithm (TD3) [23] was exploited. TD3 reduces over-estimation by taking the minimum between two action-value estimates, delaying the update of the target networks, and adding clipped noise to the target policy. TD3 was shown to achieve the state of art performance over many OpenAI gym continuous control tasks, and Atari games. It is quite well known that most RL algorithms are sensitive to parameterization which requires tailoring to a specific problem. It was observed that simply applying TD3 to a consensus problem scarcely succeeded in deriving a good consensus algorithm with heuristic parameter adjustments.

      

      
        3-3 Actor Network with a Linear Input Layer and Reward Shaping
        To exploit TD3 as a baseline algorithm for the consensus of MAS, two modifications were introduced. The first modification is to use a linear network for an actor network. The underlying intuition is that most model-based consensus controls are given as a linear function of local errors. This implies that the preservation of phase information may have an important role in deriving consensus. The second modification is to shape the reward properly. There can be an infinite number of ways in defining rewards. The performance of the RL is dependent on reward design. One of the most naive ways to define rewards can be given as
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        where α is a weight for local velocity error and β is a weight for control signal. The local velocity error is considered since it is 0 with perfect consensus. That is each agent may move at the same velocity once they achieve the position consensus. The magnitude of the control signal is considered to prevent excessive control effort. When designing a reward, a huge penalty is assigned to an action resulting in a significant loss to an agent such as reaching the dead end or loss of a game. However, this linear loss does not assign a particularly large penalty to the large local error. Thus, with this reward, RL may not distinguish the case consisting of the majority of small local errors and a few large errors and one consisting of marginal errors. To deal with these issues. a reward is shaped from the naive reward as follows.
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        Applying an exponential function to the naive reward assigns a large penalty to the large local error. However, when the naive rewards are less than a specific value, they are close to zero, which means that it may fail to distinguish a large error and a very large error. To deal with this issue, the second term and the third term are added so that the reward (8) has the power to distinguish a large error and a very large error while it assigns the large reward to an action resulting in a small error. The effect of the proposed designs will be assessed through an ablation study later in a subsequent section.

      

    

    

  
    
      Ⅳ. Numerical Experiments
      Numerical experiments consist of two parts. First, some key parameters will be determined from a heuristic search. Then, the proposed RL for consensus will be compared with three states of art methods, a model-based algorithm, a model-based RL, and supervised learning based algorithm.

      
        4-1 The Configuration of the Proposed RL
        After trying several different combinations of learning rates, the same learning rate of 0.0025 was set for both the actor and the critic networks. The update rate of both target networks was set 0.001. The update period for the actor network, the target actor network, and the target critic network was set 2 as used in [22]. The standard deviation of noise for the target policy smoothing was set as 2. This noise was clipped to (-3,3). The actor network has one hidden layer while the output activation function is set to be a hyper-tangent function. The critic network concatenates outputs of the separate subnetworks for state input, and action input, and adds two more hidden layers with Relu activation functions. The output layer of the critic network with a single node has no activation function. The size of the buffer for storing the experience was set as 500000. For exploration, noise following a normal distribution of mean 0 and standard deviation 2/(1+0.0005*episode) which decreases with the episodes, was added to the actor output. Adam optimizer was exploited for both networks.

        To implement the proposed RL, α and β in (7) need to be determined. To this end, the performances of the proposed RL for the different values of α and β were evaluated for a MAS with simulations. The number of agents was 5. The communication graph A in figure-1 was adopted. In this graph, agent 1 receives information from two neighbors while other follower agents receive it from one neighbor. The total simulation time is 41 seconds with a sampling period of 0.01 seconds. Disturbance, communication delays, and the acceleration of the leader agent, were set as di (t) = sin(11t) + cos(13t), τij (t) = 0.25(cos(t) + (i + (i + j)π/7) + 1), and v0˙t=cos3t+cos7t. For the first 10 seconds, the acceleration of the follower agents was set to be disturbance only so that delayed information exchange can be implemented during the remaining periods. State information was defined as the most recent 5 local position errors and local velocity errors which make the dimension of the state 10. The initial position of each agent was generated from the standard normal distribution. For the remaining 31 seconds, the proposed RL was implemented. The 31 seconds was chosen since model-based consensus was observed to converge in most cases within 30 seconds and 1 second was used for performance evaluation.
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            Communication graphs used for simulation
          
          

          

        

        To determine the parameters, α and β in (7), α was first determined with setting β = 0. For the last 50 episodes among total of 200 episodes, the sample averages of the square of local error and disagreement error were calculated during the last 1 second for each episode. The mean square of local error (MSE), and the mean square of disagreement (MSD) were calculated from averaging out these 50 values. Table-1 shows that α of 0.5 provides the best MSE while α of 0.1 provides the best MSD. It is observed that when α is too small or too large, it incurs instability in convergence. α of 0.5 was finally chosen. After fixing α as 0.5, β was determined from evaluating the performance over different values as found in table-2. For small β, the performances are found to be similar. However, when β is large, it often diverges. Since the proposed algorithm provides the robust performance for small β, β was chosen as 0.
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            MSE and MSD for different αs (x : occurrence of divergence)
          
          

        

        
          
            
              	
                α
              
              	MSE
              	MSD
            

          
          
            	0.001
            	x
            	x
          

          
            	0.005
            	x
            	x
          

          
            	0.01
            	11.49
            	40.90
          

          
            	0.05
            	15.58
            	42.12
          

          
            	0.1
            	0.61
            	21.94
          

          
            	0.5
            	0.01
            	22.88
          

          
            	1
            	13.38
            	29.77
          

          
            	5
            	x
            	x
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            MSE and MSD for different βs (x : occurrence of divergence)
          
          

        

        
          
            
              	
                β
              
              	MSE
              	MSD
            

          
          
            	0
            	0.01
            	22.88
          

          
            	0.01
            	0.02
            	22.05
          

          
            	0.05
            	0.04
            	18.37
          

          
            	0.1
            	0.02
            	19.63
          

          
            	0.5
            	0.03
            	19.76
          

          
            	1
            	x
            	x
          

          
            	5
            	x
            	x
          

          
            	10
            	x
            	x
          

        

        

      

      
        4-2 Performance Evaluation of the Proposed RL
        After determining α and β in (7), the performances of the proposed RL were evaluated for several different system configurations which are summarized in table-3 and table-4. The accelerations of the leader agent are either periodic or have slowing increasing envelop with some upper bound. Disturbances are designed such that each agent has the same type of bounded disturbance with different magnitudes at the same instance. Communication graphs with varying degrees of nodes with a maximum degree of 2 are considered for the purpose of the simplicity of simulation. Bounded delays are designed such that they can be different for different communication links and they can have different speeds of variation over time. It is observed that even though the considered system configurations do not cover all possible system configurations, they are articulated such that the performance characteristics of the proposed algorithm can be assessed for various system configurations. Other simulation setups will be the same as one in section 4-1, unless otherwise stated.
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            Configuration of communication graphs and delays for testing
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        We compare the proposed RL with three existing states of art algorithms, a model-based consensus algorithm with sliding mode control [9], deep-learning based algorithm with supervised learning [22], and the model-based RL [21]. Several different algorithms for deep-learning based algorithms with supervised learning were introduced in [22]. Among them, disjoint DL and joint DL were chosen for comparison since they showed the best performance. These algorithms are different in network structures generating a control signal. Please refer to [22] for details. Two different versions of RL types algorithms are also considered. They are different in initialization. The parameter of the first one was initialized randomly while the second one was initialized with the pretrained weight. To distinguish them, “(p)” was added to the end of the name of the second type algorithm. The pretrained weight was obtained by training the RL algorithm for the system configuration described in section 4-1.

        Figures 2-7 show the MSE of the local error for system configurations in table-3 and table-4. These plots were obtained by 20 realizations for each case. The model-based algorithm is observed to achieve the best average MSE for all cases. The proposed RL with random initialization is found to struggle to learn. However, the proposed RL with pretrained weight achieves the second best average MSE while it does not have model knowledge. Even though the proposed RL(p) has a similar average MSE to that of the model-based RL(p) for several cases, the proposed RL(p) is found to provide consistent performance for different position initializations, which is evidenced by very small variance for all cases. In addition, the proposed RL(p) is shown to provide robust performance for different system configurations. It achieves the MSE of 0.01 or so for all cases while the average MSEs of other algorithms have a dependency on system configuration.
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            MSE of local error for system configuration 1
          
          

          

        

        
          
          

          Fig. 3. 
				
          

          
            MSE of local error for system configuration 2
          
          

          

        

        
          
          

          Fig. 4. 
				
          

          
            MSE of local error for system configuration 3
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            MSE of local error for system configuration 4
          
          

          

        

        
          
          

          Fig. 6. 
				
          

          
            MSE of local error for system configuration 5
          
          

          

        

        
          
          

          Fig. 7. 
				
          

          
            MSE of local error for system configuration 6
          
          

          

        

        Figures 8-13 show the MSDs of the disagreement error for system configurations in table-3 and table-4. The characteristics of the MSEs of the disagreement error are pretty much similar to those of the MSEs for the local error in most cases. However, it is noted that the average MSD is relatively larger than the average MSE for all algorithms and all cases. This is quite natural in the sense that the algorithm is optimized to reduce MSE and there is no direct access to MSD due to delay. To evaluate the performance quantitatively, the ratios of MSE and MSD less than a specified value were adopted, since the average value does not provide meaningful implications due to the values which were distributed very widely.
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            MSD of disagreement error for system configuration 1
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            MSD of disagreement error for system configuration 2
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            MSD of disagreement error for system configuration 3
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            MSD of disagreement error for system configuration 4
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            MSD of disagreement error for system configuration 5
          
          

          

        

        
          
          

          Fig. 13. 
				
          

          
            MSD of disagreement error for system configuration 6
          
          

          

        

        The ratios of MSE and MSD less than 0.1 are presented in table-5. The proposed RL(p) and the model-based algorithm provide the ratio of 1 for MSE less than 0.1 for all cases while the ratios achieved by the proposed RL(p) are less than those by the model-based one for other 2 cases. Nonetheless, the proposed RL(p) provides a ratio larger than or equal to those of other algorithms than the model-based one in MSE and MSD. Table-6 which presents the ratios of MSE and MSD less than 1 clearly shows that the proposed algorithm provides the same performance as the model-based one while outperforming other algorithms. As can be seen in the preceding figures, the proposed RL(p) provides a robust performance to the initialization and system environment in comparison to the model-based RL(p).

        
          Table 5. 
				
          

          
            The ratios of MSE and MSD less than 0.1 (The value in parenthesis is the ratio of MSD less than 0.1)
          
          

        

        
          
            
              	case
              	1
              	2
              	3
              	4
              	5
              	6
            

          
          
            	model-based alg.
            	1.00
(1.00)
            	1.00
(1.00)
            	1.00
(1.00)
            	1.00
(1.00)
            	1.00
(1.00)
            	1.00
(1.00)
          

          
            	disjoint DL
            	0.50
(0.20)
            	0.35
(0.00)
            	0.15
(0.00)
            	0.60
(0.15)
            	0.40
(0.00)
            	0.45
(0.00)
          

          
            	joint DL
            	0.50
(0.25)
            	0.3
(0.15)
            	0.25
(0.00)
            	0.50
(0.10)
            	0.30
(0.05)
            	0.10
(0.00)
          

          
            	model-based RL
            	0.45
(0.25)
            	0.45
(0.25)
            	0.40
(0.05)
            	0.25
(0.00)
            	0.70
(0.10)
            	0.60
(0.25)
          

          
            	model-basedRL(p)
            	0.95
(0.50)
            	1.00
(0.50)
            	1.00
(0.35)
            	0.95
(0.30)
            	0.85
(0.20)
            	0.85
(0.20)
          

          
            	proposed RL
            	0.00
(0.00)
            	0.00
(0.00)
            	0.05
(0.00)
            	0.00
(0.00)
            	0.00
(0.00)
            	0.05
(0.00)
          

          
            	proposed RL(p)
            	1.00
(1.00)
            	1.00
(1.00)
            	1.00
(0.55)
            	1.00
(0.75)
            	1.00
(1.00)
            	1.00
(1.00)
          

        

        

        
          Table 6. 
				
          

          
            The ratio of MSE and MSD less than 1 (The value in parenthesis is the ratio of MSD less than 1)
          
          

        

        
          
            
              	case
              	1
              	2
              	3
              	4
              	5
              	6
            

          
          
            	model-based alg.
            	1.00
(1.00)
            	1.00
(1.00)
            	1.00
(1.00)
            	1.00
(1.00)
            	1.00
(1.00)
            	1.00
(1.00)
          

          
            	disjoint DL
            	0.95
(0.70)
            	0.50
(0.35)
            	0.35
(0.10)
            	0.85
(0.55)
            	0.50
(0.30)
            	0.45
(0.30)
          

          
            	joint DL
            	0.75
(0.70)
            	0.45
(0.40)
            	0.45
(0.25)
            	0.65
(0.40)
            	0.45
(0.25)
            	0.35
(0.00)
          

          
            	model-based RL
            	0.80
(0.45)
            	0.90
(0.50)
            	1.00
(0.25)
            	0.75
(0.05)
            	0.80
(0.55)
            	0.85
(0.45)
          

          
            	model-basedRL(p)
            	1.00
(0.85)
            	1.00
(0.90)
            	1.00
(0.80)
            	1.00
(0.75)
            	0.95
(0.80)
            	1.00
(0.60)
          

          
            	proposed RL
            	0.00
(0.00)
            	0.00
(0.00)
            	0.05
(0.05)
            	0.05
(0.00)
            	0.00
(0.00)
            	0.10
(0.00)
          

          
            	proposed RL(p)
            	1.00
(1.00)
            	1.00
(1.00)
            	1.00
(1.00)
            	1.00
(1.00)
            	1.00
(1.00)
            	1.00
(1.00)
          

        

        

        To assess the effect of the components newly introduced to the proposed RL, an ablation study was performed. For the system configuration described in section 4-1, 50 realizations were performed with 100 episodes for each realization. Figure-14 shows the convergence characteristics with increasing episodes. This figure clearly shows that the proposed RL increases the average reward from exploiting the linear input layer at the action network. In addition, the linear input layer is observed to accelerate the convergence. The reward shaping is found to contribute to increasing the convergence speed. Even though the average reward increases very slowly without reward shaping, even the average reward value is observed to fluctuate with episodes, which implies that a convergence problem may happen. Table-7 shows the quantitative evaluation of the introduced two components in terms of the ratios of MSE less than the threshold. Input linear layer is found to be a more critical component to the performance while the contribution of the reward shaping is significant. These results verify that the proposed RL may not perform well without either of them.

        
          
          

          Fig. 14. 
				
          

          
            The convergence characteristics with ablation study
          
          

          

        

        
          Table 7. 
				
          

          
            The ratio of MSE less than threshold with ablation study
          
          

        

        
          
            
              	Threshold
              	0.1
              	1
            

          
          
            	linear activation
            	0.06
            	0.06
          

          
            	reward shaping
            	0.1
            	0.26
          

          
            	proposed RL.
            	0.64
            	0.7
          

        

        

      

    

    

  
    
      Ⅴ. Conclusions
      The existing RL algorithms often experience sensitivity to the parameterization and performance degradation from the slow convergence when they are applied to the consensus of a MAS. In this paper, an RL for the consensus of the second-order leader-followers MAS was proposed to overcome these issues. The proposed RL benefits from the existing articulated structures of TD3, the liner input layer at an actor network, reward shaping, and pretraining. The proposed RL with pretrained weight was shown to provide consistent performance with different initializations for various system configurations. It also achieves a performance comparable to the model-based one, while it outperformed the existing model-based RL. These results imply that the proposed RL with pretrained weight converged for all simulation cases thanks to the pretrained weight.

      There are a few further works to be addressed in future research. Even though the proposed RL with pretrained weight performed well, the proposed RL with random initialization had difficulty in learning. On the contrary, the model-based RL with random initialization had a few successes. This implies that there can be a chance to improve the proposed RL through exploiting some structures of the model-based RL. To implement the proposed RL in a practical system, the model needs to be scaled down. Thus the distilled model with a controlled loss will be of interest.
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